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Motivation

Parallel programming is about performance!

Scaling to thousands of cores is required

You need a decent MPI implementation, e.g. Open MPI

You also need a ready-to-use performance monitoring and analysis tool

Involves

 

two

 

components:

–

 

Data

 

collector: measurement

 

environment, e.g. VampirTrace

–

 

Data

 

browser: performance

 

visualizer, e.g. Vampir



Performance Measurement and Analysis
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Performance Analyzer and Tools using the Open Trace Format

Non-commercial

–

 

VampirTrace

 

(Integrated in Open MPI v1.3 or later)

–

 

OTF profiler

–

 

Scalasca

–

 

TAU

–

 

Open|Speedshop

Commercial

–

 

Vampir

–

 

Sun Performance Analyzer

–

 

Microsoft HPC Pack 2008 SDK



Performance Analysis with 
OTF Profiler
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Performance Analysis with OTF profiler

Profiler

 

that

 

provides

–

 

flat

 

profile,

–

 

message

 

statistics,

–

 

summarys

 

combined

 

with

 

metrics

 

of your

 

application

 

run

Scalable

 

up to thousands

 

of processes



Performance Analysis with OTF profiler



Performance Analysis with 
Vampir
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Performance Analysis with Vampir

 

7 -

 

Timelines



Performance Analysis with Vampir

 

7 -

 

Summaries



Performance Analysis of COSMO-SPECS with Vampir

 

7.0 

Looking at two time steps of 
the original

 

COSMO-SPECS (100 cores)

Load imbalance in 
most expensive 
routine (SPECS)

Routine without 
computations, but 

many cache 
misses ...

... is called 3 times per time step



Performance Analysis of COSMO-SPECS with Vampir

 

7.0

After tuning with 
the findings from 

the Vampir

 

analysis

Perfect balance, 
some serial 

optimizations in 
SPECS

Routine much 
faster after cache 

tuning
Run time for 2 

time steps drops 
from 7s to 4s



Thank

 

You

Interested

 

in Vampir or

 

in a Vampir live demo?

Visit

 

us

 

at booth

 

2085 or

 

www.vampir.eu
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